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Speech analysis
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Audio generation
Speech enhancement

2

• HuggingFace, TorchAudio Pre-trained models


• Wavenet, tacotron 2, TTS


• Noise removal, accent removal


• asya.ai PESQ: 2.595


• krisp.ai PESQ: 2.266



Audio classification
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• HuggingFace, TorchAudio  
Pre-trained models


• Whisper STT / ASR


• Our Latvian STT: CER: 12%


• Song classification


• Skaņu klasifikācija


• Neizmantot Kaldi



Image classification
Emotion classification
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• HuggingFace, TorchVision Pre-trained models 
(ImageNet)


• ConvNet, ResNet, DenseNet


• ViT, VisionTransformer


• Reset last layer, re-train with new classes


• Can get away without training model CLIP 

• Important data augmentations, cannot infer 
scale, rotation, color changes



Emotion classification 
using Facial features



Emotion classification 
using tone of voice

Happiness

Anger

Interview of winners
after a game

Interview of losers
after a game



Text classification
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• HuggingFacem TorchText Pre-trained models


• Word2Vec, GloVE, Sentence2Vec


• Sentiment classification, Named entity 
classification


• Much more expensive because of data, 
but way more precise (70% vs 99%)
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Wav2Vec, Data2Vec (2018-2023)
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Wav2Vec, Data2Vec (2018-2023)
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Wav2Vec, Data2Vec (2018-2023)
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Wav2Vec, Data2Vec (2018-2023)
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Wav2Vec Data2Vec
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Wav2Vec Data2Vec
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Wav2Vec 2.0, Data2Vec (2018-2023)

Research Opportunity: 
Sample mining 
Contrastive loss
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Wav2Vec Data2Vec
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Similar model approches (Quantizing Z vectors)

VQ-GAN 
VQ-VAE
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Similar model approches (Temporary Variable)
Proxy NCA, Proxy Ranking Loss
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Similar model approches (Loss on Z-Vectors)
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Similar model approches (Loss on Z-Vectors)
Stable Diffusion
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Time-Series Training Tricks (Fine Tunning)



23

Time-Series Training Tricks (Fine Tunning)

Professor forcing, Distillation
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Time-Series Training Tricks (Fine Tunning)

Professor forcing, Distillation
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