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Abstract—Datasets often contain different difficulty samples
and even noisy samples. This paper introduces two naive curricu-
lum learning methods, one using an image dataset with noise and
another one using an image dataset that contains samples from
other datasets with presumed higher difficulty. The final goal is to
improve the performance of the model by gradually introducing
more difficult samples during the training process rather than
using them from the very beginning. Experiments demonstrated
that using the proposed curriculum learning methods, a classifier
can achieve higher accuracy in less training epochs.
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I. INTRODUCTION

Teaching natural intelligence by gradually increasing the
difficulty of learning materials has been used for a long time.

This idea has been introduced to the field of machine
learning, and the term "curriculum learning" was coined in
the paper [1].

At its core, curriculum learning is the design of a training
strategy that often comes down to the order of samples that
are fed into a model.

This is similar to the way courses are taught in educational
institutions.

For example, students are taught the concept of Gaussian
distribution first and only after that the teacher will introduce
Central Limit Theorem. This paper introduces two naive
curriculum learning methods for training image classifiers.

[Noise-based curriculum learning] Using a clean version of
the original dataset and starting from p = 0% noise, noise-
based curriculum learning increases the percentage of noise
in the dataset at each epoch during training by eizggs, where
Pmaz 1 the maximum percentage of noise that will be reached
by the end of the training.

[Class-based curriculum learning] Using a clean dataset and
starting from a single included class of a more complicated
dataset, class-based curriculum learning increases the number
of classes in the data set by one class at each of the predefined
steps during training until the maximum number of classes
has been reached. A mixed dataset contains classes of higher
difficulty at the end of the training.

II. RELATED WORK

Curriculum learning has been used in different settings since
its related to training strategies in general. Several articles
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discuss the use of naive curriculum learning methods. In
some research, naive curriculum learning has been used in
the medical domain by using smaller image patches to train a
classifier first and then feed complete images to the model
[2]. Other research has used multistep curriculum learning
to obtain better performance in the localization of thoracic
disease [3]. And yet other research has used curriculum
learning for the classification of visual attributes [4]].

III. METHODOLOGY

The purpose of this paper is to demonstrate the effectiveness
of learning strategies for noise-based and class-based curricu-
lum learning methods.

A controlled experiment was used. Each experiment has
one control group (curriculum learning group) and one exper-
imental group (non-curriculum learning group), and the only
difference between these groups was the curriculum learning
strategy.

Each of the experiments and sub-experiments was repeated
10 times to gain statistical significance.

A. Datasets

Four datasets were used to evaluate the proposed curriculum
learning methods. MNIST, KMNIST and CIFARI10 datsets
were used for evaluating the noise-based curriculum learning.
KEMNIST dataset, a mixture dataset consisting of images
from the EMNIST letter dataset and the KMNSIT dataset, was
used to evaluate the class-based curriculum learning. EMNIST
letter dataset contains 26 classes and the KMNIST dataset
contains 10 classes, which makes the total number of classes
in the mixed dataset 36.

B. Metrics

The point estimator D* = A% — A’ is used to measure
improvements in generalization ability when using different
curriculum learning methods. In equation A’ denotes the test
accuracy of the curriculum group and Af. denotes the test
accuracy of the non-curriculum group when the dataset is
applied ¢ percent of pepper noise (noise-based curriculum
learning) or when the number of KMNIST classes that the
model is allowed to sample is ¢ (class-based curriculum
learning). For noise-based curriculum learning, we will report

E(D) and its 95% confidence interval when the distribution



of the percent of pepper noise is distributed according to a
bounded normal centered at 20. For class-based curriculum
learning, we will report E(D?) and its 95% confidence interval
when the maximum number of KMNIST classes that the
model is allowed to sample ¢ is 5 and 10.

IV. EXPERIMENTS
A. Noise-based curriculum learning experiment

Noise-based curriculum learning has been evaluated using
MNIST, KMNIST and CIFAR10 datasets. Those datasets do
not contain obvious noise. Noise has been artificially added
using pepper noise, as shown in Algorithm

For the CIFARI10 dataset, pepper noise was applied in all
three color channels.

The training set sizes of three sub-experiments are 50000,
50000 and 40000 respectively. The validation set size and test
set sizes are 10000 for all three sub-experiments.

The noise curriculum is illustrated in Figure [2] on page

Algorithm 1 Artificial Pepper Noise

n<+ |pxMx*N|
I <+ Uniform(range(0, M x N),n)
while ¢t <[ do

14— %

Jj« Ift|%M

if 7 4+ j is even then

Aij 0
else
t«t+1

The architecture used in the noise-based curriculum learning
MNIST sub-experiments is a ResNet [3]. The first resblock
contains two 2D convolutional layers, the first convolutional
layer has 1 input channel, 2 output channels, the second one
has 2 input channels and 4 output channels; for the second
resblock, there are also 2 convolutional layers, the first one
has 4 input channels and 4 output channels, the second one
has 4 input channels and 4 output channels, after these two
resblocks, there is an additional convolutional layer with 4
input channels and 8 output channels, and finally there are two
fully connected layers with 6272 and 10 channels, respectively.
Adam][6] optimizer has been used. The model was trained for
20 epochs with a learning rate of 0.003 and batch size of 16.

For the KMNIST subexperiments, ResNet model with two
resblocks, each containing two convolutional layers. After 2
resblocks, two pairs of convolutional layer and maxpooling
layer pairs follow. SGD optimized has been used with mo-
mentum 0.9. The number of epochs, learning rate, batch size
are set to 20, 0.003 and 16 respectively.

In the CIFARIO sub-experiments, batch normalization[7]]
and maxpooling functions have also been added. The archi-
tecture consisted of 9 convolutional layers with in channels
and out channels being the Fibonacci numbers, after every
3 convolutional layers, 1 batch normalization layer and 1

maxpooling layer are applied sequentially. SGD optimized has
been used with momentum 0.9. Hyper parameters number
of epochs, learning rate, batch size are 20, 0.075 and 30
respectively.

All three models used the same convolution with the 323
kernel and a stride of 1, and ReLLU as activation function. All
validation sets and test sets were clean images with no added
noise.

B. Class-based curriculum learning experiment

Two sub-experiments are designed in this experiment, re-
quiring the same model classifying images from the EMNIST
dataset containing respectively 5 and 10 classes from the
KMNIST dataset. The dataset configuration contained 100000
samples in the training set, 10000 samples in the validation
set, and 10000 samples in the test set. The number of the
KMNIST classes is held constant for the non-curriculum group
under each sub-experiment, whereas the number of KMNIST
classes is changing for the curriculum group according to class
curriculum. Moreover, the percentage of KMNIST samples is
the same across training set, validation set, and test set for the
non-curriculum group of a particular sub-experiment. For the
curriculum group, the percentage of KMNIST samples in the
validation set and test set is the same, but the percentage of
KMNIST samples in the training set will gradually increase
to the same value as in the validation set and test set.

The schematic representation of the class-based curriculum
learning is given in Figure [3] on page

The architecture used in class-based curriculum learning
contains nine 2D convolutional layers where in channels and
the out channels follow Fibonacci numbers as shown in Figure
[ on page [ All convolution layers are the same convolution
layers with a stride of 1. After every 3 convolutional layers, 1
batch normalization layer and 1 maxpooling layer are applied
sequentially. ReLLU is used as a non-linearity function. The
learning rate is set to 0.02, batch size used is 16 and the
number of epochs trained is 100.

In the class-based curriculum learning group, the addition
of KMNIST classes is not done by changing the architecture.

Additional KMNIST classes are added during training,
allowing the model to sample more classes from the KMNIST
dataset.

V. RESULTS

In this section, we show the results obtained from emperical
experiments. Some aggregation plots are given below, although
many more experiments have been done to find the best
hyperparameters and configurations for each curriculum and
non-curriculum learning method. Only results from the same
set of sub-experiments are compared.

A. Noise-based curriculum learning

In Figure [5] on page [] the test loss after 100 epochs of
the models in the noise-based curriculum learning group in
three sub-experiments is significantly smoother than the non-
curriculum group when compared to their counterparts in the
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Fig. 1: Clean samples drawn from MNIST, KMNIST, and CIFAR10 dataset and also samples with 20% pepper noise applied.

epoch 0 epoch 9: epoch 19
curriculum group: 1% noise curriculum group: 10% noise curriculum group: 20% noise
non-curriculum group: 20% noise non-curriculum group: 20% noise non-curriculum group: 20% noise
percent

Fig. 2: Noise-based curriculum learning for sub-experiments adding a maximum of 20% noise. The top row is the images used
in training for curriculum group, the bottom row is the same images with different level of pepper noise used in training for
non-curriculum group. The noise in the images for the curriculum group is gradually increased until it reaches 20%, whereas
the noise on the same image for the non-curriculum is fixed at 20%.
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Fig. 3: Process of class-based curriculum learning. At predefined epochs new classes from more complex dataset have been
aded to the training and test datasets.
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Fig. 4: Class curriculum architecture

respective sub-experiments. However, when the percent of
pepper noise is low, the models in the non-curriculum groups
at few points perform better than the curriculum groups. For
example, the blue curve intersected with the orange curve on
the far left of the figure. This is because stochasticity present
in the optimization algorithm gives the model in the non-
curriculum group chances to surpass the curriculum group
when the level of applied noise is low. These results show
that noise-based curriculum learning achieves better results.

Noise-based curriculum learning experiments achieve higher
accuracies than non-curriculum learning counterparts, as
shown in Figure [f] on page ] The test accuracies of the cur-
riculum groups in the MNIST and KMNIST sub-experiments
are significantly better than in their respective non-curriculum
groups. The perforemance of both groups in the CIFARI10
subexperiment is very close. It could be that the reason behind
this is that CIFARI1O is a difficult or noisy dataset itself, even
without added noise.

Noise curriculum loss plot
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Fig. 5: Correlation between loss and percentage of noise in
noise-based curriculum and non-curriculum learning methods

Noise curriculum training accuracy plot
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Fig. 6: Correlation between accuracy and percentage of noise
in noise-based curriculum and non-curriculum learning meth-
ods

Noise curriculum test accuracy plot
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Fig. 7: Noise curriculum test accuracy plot for three sub-
experiments

Although the number of pixels that are corrupted in an
image takes a discrete integer value, there are a large number
of pixels in an image. Therefore, it is reasonable to consider
the percentage of noise to have a real value; hence, it is
reasonable to think that it is distributed according to a PDF.



Because the prior and posterior densities of the percentage
of pepper noise appearing in an image are unknown, it has
been assumed that the percentage of pepper noise appearing
in the training set follows a bounded Gaussian distribution in
the range [0,40] and centered at 20 with variance of 1. We
used the PMF of Bin ~ (40, 1/2) to approximate the normal
and calculated the mean, standard deviation, and confidence
interval of the random variable D for three datasets. The
numerical results are shown in[Il All the bounds of the three
confidence intervals are greater than 0. With the assumptions
held and under the experiments settings, noise curriculum can
improve generalization performance on these three datasets
with approximately 95% confidence.

TABLE I: Noise-based curriculum learning results

Dataset | Mean | Std | CL

MNIST 0.3297 | 0.1631 [0.213,0.4463]
KMNIST | 0.3366 | 0.0873 | [0.2741,0.3991]
CIFAR10 | 0.0836 | 0.0241 [0.0663,0.1009]

B. Class-based curriculum learning

Class-based curriculum learning results show a significant
improvements in accuracy compared to non-curriculum learn-
ing methods.

Accuracy of KEMNIST experiment with 10 KMNIST classes
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Fig. 8: Accuracy of class-based curriculum training with 10
KMNIST classes incrementaly added during the training

The loss values in the learning group of the curriculum have
several peaks as shown in Figure 0] on page [3]

This is because new KMNIST classes have been added
during training at the specified epochs. However, the loss
values in the curriculum groups quickly drop below their
respective non-curriculum groups and eventually stay below
after all KMNIST classes are added.

The accuracies follow some pattern as illustrated in Figure
[8 on page [5

Two figures of training and test accuracies are also provided
for two sub-experiments. Instead of peaks, the curves for the
curriculum groups now have valleys. Again, for the same
reason that new classes have been added at those specific
epochs.

After addition, both the training accuracy and test accuracy
quickly recover above their respective non-curriculum groups
and eventually stay above it.

This shows that class-based curriculum can help models
learn better knowledge from samples during training and help
increase generalization capabilities of a model incrementally
reaching higher performance.

KEMNIST experiment training loss plot
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Fig. 9: Comparison of loss between class-based curriculum
and non-curriculum learning methods

TABLE II: Class-based curriculum learning results

Number of KEMNIST Classes | Mean | Std | ClIL
5 0.0525 | 0.0428 [0.015,0.0901]
10 0.1217 | 0.0869 | [0.0347,0.2088]

The statistics of the class-based curriculum learning exper-
iment are computed using data acquired from 10 repeat runs
and are presented in Table [[Il The confidence intervals for the
mean of D! from two sub-experiments with, respectively, 5
and 10 KMNIST classes both do not reach a value of 0. This
means that our class curriculum is able to increase the model’s
performance under the settings of this experiment with 95%
confidence.

VI. LIMITATIONS

There are multiple limitations on the results obtained using
curriculum learning methods described in this document.

In noise curriculum experiments, the same percentage of
noise was applied to all training samples at each stage of
training. Peper noise that has been added using a bounded
Gaussian distribution in the interval [0,40] and centered at 20,
because noisier images usually becomes unrecognizable.

For the learning method of the class curriculum, the results
look promising, but the number of sub-experiments could be
too low.

VII. FURTHER RESEARCH

This paper examined two naive curriculum learning methods
that the authors have manually configured using academic
datasets to illustrate and test the proposed methods. Designing
and tuning curriculum learning methods is time consuming.



Future research cloud should shift focus to automated curricu-
lum learning method setup. It should be possible to estimate
the noisiness or complexity of the samples and then apply the
methods proposed in this paper. Also, more complex, larger,
and real-world datasets should be studied.

VIII. CONCLUSIONS

This article has shown that if there is prior knowledge of
the cleanliness of a data set or its complexity of classes,
then it can be incorporated into the training process by using
noise-based or class-based curriculum methods. This paper
used scientifically rigorous controlled experiments to examine
these approaches. Findings of this research show statistically
significant improvement in performance of a model when
testing it using clean images from MNIST, KMNIST and
CIFARI10 datasets while training with noise-based curriculum
learning method. The results also show that the class-based
curriculum learning method can achieve better generalization
performance on a mixed test dataset comprising all of the
classes from both datasets.
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